
Figure 2. Parallel efficiency of GROMACS on up to 65,536 CPU cores.

For the five benchmarked systems (colored), two efficiency metrics are shown for the Intel-MPI benchmarks:
(a) the parallel efficiency Epar (solid lines), and (b) the normalized energy efficiency Een (dotted lines).
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Conclusions
Our GROMACS benchmarks of realistic biomolecular
systems on the new AMD-CPU-based HPC system of
the Max Planck Society, Viper, show that the
combination of powerful CPUs, a fast interconnect,
and well-tuned software makes it possible today to
simulate extremely large MD systems with up to
several hundred million atoms.9

For the largest system with 204 million atoms, the
scaling behavior was close to ideal, with parallel
efficiencies above 0.9 even at 65,536 cores, while
maintaining high energy efficiency. This demonstrates
that modern HPC machines now provide the level of
performance needed for simulating MD systems of the
size of viruses, organelles, and eventually, small cells.

Compared to other state-of-the-art HPC systems,
including those with GPUs, Viper/CPU achieves
excellent simulation performance.

Figure 1. Strong scaling of GROMACS on up to 65,536 CPU cores.

Performances of GROMACS 2024 on up to 512 Viper nodes with Intel-MPI (solid) and Open-MPI (dashed, semi-
transparent) for five MD systems (colors) ranging from 82k to 204M atoms in size. Numbers beside symbols refer to the
optimal number of OpenMP threads per MPI rank. Diagonal gray lines indicate perfect scaling.

Figure 3. How does Viper-CPU compare to other modern
HPC systems?

GROMACS performance for 3 benchmark systems (colors)
on the Viper CPU nodes (solid lines), on a Cloud-based
cluster of AWS hpc6a instances (dotted), and on JEDI
(dashed). Open (filled) symbols denote CPU (GPU) nodes.

Comparison to other HPC systems
To put Viper performance in context, we compare with three
other HPC platforms (Fig. 3):

1. AWS hpc6a: Cluster of hpc6a.48xlarge instances in the
Amazon Web Services (AWS) cloud based on AWS
ParallelCluster.7 Compute nodes with two AMD EPYC
“Genoa” CPUs @ 2.95GHz base frequency, with a total of
96 physical cores per node, and 384 GB RAM, elastic
fabric adapter network (100 Gb/s)

2. JEDI: Cluster of GH200 nodes with four NVIDIA GH200
Grace-Hopper superchips each, operated at JSC Jülich.
Four ARM Neoverse-V2 CPUs @ 3.1 GHz base frequency
with 120 GB RAM each plus four H100 GPUs with 96 GB
HBM3 memory each. Nodes have 288 physical cores in
total, 4x NDR200 Infiniband network (4x 200 Gb/s)

3. Viper/GPU: In contrast to the Viper CPU nodes with 128
cores, a Viper GPU nodes has 48 AMD 9554 “Genoa”
cores @ 3.1 GHz base frequency, plus two AMD Instinct
MI300A APUs with 128 GB HBM3 memory each, NVIDIA/
Mellanox NDR200 Infiniband network (400 Gb/s) with a
non-blocking fat-tree topology

Benchmark Systems
https://www.mpinat.mpg.de/
grubmueller/bench

MEM 82 k atoms,
Aquaporin tetramer in
lipid membrane + ions +
water,
Δt = 2 fs

RIB 2.1 M atoms,
solvated Ribosome,
Δt = 4 fs

PEP 12.5 M atoms,
Peptides in water,
Δt = 2 fs

LUM 53 M atoms,
luminal ring of human
nuclear pore complex
(hNPC),
Δt = 2 fs

SCF 204 M atoms,
hNPC scaffold (inner
ring, nuclear ring,
cytoplasmic ring, luminal
ring),
Δt = 2 fs

all use PME

Efficiency
estimates
Parallel efficiency Epar
measures how efficient
parallel computation is
relative to the serial
case,

Energy efficiency Een,
the performance on N
nodes divided by the
average power
consumption pow(N)
of the involved nodes,
measures how energy
efficient parallel
computation is
compared to the serial
case,

Abstract
We benchmarked the performance of the GROMACS
2024 molecular dynamics (MD) code1 on a modern high
performance computing (HPC) cluster with AMD CPUs
on up to 65,536 cores. We used 5 different MD systems,
ranging in size from about 82 thousand to 204 million
atoms, and evaluated their performance using two
different MPI libraries, Intel-MPI and Open-MPI.

We achieved peak performances of 687 ns/d for the 82k
atom system, 116 ns/d for the 53M atom system, and
about 35 ns/d for the largest 204M atom system.
The largest system showed near-perfect scaling up to
65,536 cores, maintaining a parallel efficiency above 0.9
even at the highest level of parallelization. Energy
efficiency for a given number of nodes was generally
equal to or slightly better than parallel efficiency.

These results demonstrate that highly optimized
software running on a state-of-the-art HPC cluster
provides sufficient computing power to simulate
biomolecular systems at the mesoscale of viruses and
organelles, and potentially small cells in the near future.

Introduction
While most protein simulations involve between 10,000 and
several hundred thousand atoms, recent advances in computer
hardware and software enable the study of increasingly larger
systems,2,3 with the current world record exceeding one billion
atoms.4 These developments suggest that it may soon be
possible to simulate an entire biological cell, which would
comprise 500 million to six billion particles.5
When preparing for large-scale simulations on expensive high-
end computing resources, it is generally advisable to compare
the achieved performance with reference benchmarks.
Reference performance numbers also help to estimate the
achievable simulation throughput and aid in the planning of
new simulation campaigns.

Methods
The Viper HPC Cluster
▶ AMD-based CPU cluster6 operated at the Max Planck

Computing and Data Facility (MPCDF) since July 2024
▶ 768 nodes with two EPYC 9554 “Genoa” CPUs @ 3.1 GHz

base frequency, with a total of 128 physical cores per node,
and 512 GB RAM

▶ NVIDIA/Mellanox NDR200 Infiniband network (200 Gb/s)
with a non-blocking fat-tree topology

Software
▶ On Viper, we built GROMACS 2024.2 in mixed precision with

AVX_512 SIMD instructions and OpenMP support, using
GCC 14.1.0, and linking against FFTW 3.3.10 for the FFTs
required by PME

▶ We built two versions, one with Intel-MPI 2021.11 and one
with Open-MPI 4.1.6

▶ The MEM benchark result on a Viper GPU node used Paul
Bauer’s HIP branch of GROMACS 2022 (https://github.com/
ROCm/Gromacs, which is planned to be incorporated in the
2026 release of GROMACS), and VkFFT9

▶ On JEDI, GROMACS 2024.3 was used with OpenMPI 4.1.6
and CUDA 12. NVIDIA’s cuFFTMp library was used to
distribute the 3D FFTs across multiple GPUs

Benchmark Setup
▶ We relied on the well-performing empirical defaults for

parameters GROMACS can control, such as the number of
separate PME ranks and whether or not to enable dynamic
load balancing

▶ We always used all 128 physical cores of each node exactly,
in the following combinations of MPI ranks x OpenMP
threads: 1 x 128, 2 x 64, 4 x 32, and 8 x 16. We report the
best-performing one

▶ Benchmarks ran for 0.2–0.5 hours of wallclock time. We
excluded the first half of each run from the performance
measurements, as load balancing mechanisms take some
time to reach their optimum

▶ Power consumption was measured using Eviden’s “Smart
Energy Manager Suite” (SEMS)

Summary
▶ We achieved peak performances (Fig. 1) of

687 ns/d for the 82k atom system (MEM),
256 ns/d for the 2M atom system (RIB), and
226 ns/d for the 12M atom system (PEP).9

These are the highest performances ever reported for these
specific benchmark systems, including on GPU-accelerated
nodes

▶ At the highest parallelization of 65,536 cores, the two largest
systems still show high parallel efficiencies (Fig. 2) of 0.71
(LUM) and 0.92 (SCF), yielding remarkable simulation
speeds of

116 ns/d for the 53M atom system (LUM), and
35 ns/d for the 204M atom system (SCF)

▶ Normalized energy efficiency generally follows the same
trend as parallel efficiency (Fig. 2). At higher node counts,
where simulation performance deviates from ideal scaling,
nodes become underutilized and energy efficiency becomes
higher than parallel efficiency

▶ In the regime where ideal scaling is observed in Fig 1, power
draw is about 1.2 kW per node

▶ Preliminary tests on Viper GPU nodes (Fig. 3, filled purple
triangles) indicate that the used MI300A APUs are on par
with NVIDIAS H100’s
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